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From NN to GP

● In the limit of infinite units we obtain a GP [1].

● Think of a function as an infinite dimensional 
vector.

● A GP is a distribution over functions (inference 
directly in function space). 

is stochastic!

[1] Radford Neal. Bayesian learning for neural networks. 1995
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Deep GP



Deep GP

Relax the assumption of global smoothness
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Propagating uncertainty through non-linearities



Propagating uncertainty through non-linearities

Without uncertainty propagation I can’t have a DGP (I lose the stochasticity).
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Inducing points in Gaussian processes

● Inducing points originally introduced for faster (sparse) GPs
● We can also use them to induce tractability: the information in                       is compressed in         

 u independently of h, allowing for the uncertainty of h to be propagated through the nonlinearity
 [Titsias & Lawrence 2010, Damianou & Lawrence 2013, Hensman & Lawrence 2014].



2010: Bayesian 
       GP-LVM

(Titsias & Lawrence)

(Williams and Seeger, 2001; Smola and Bartlett, 2001; 
Csato and Opper, 2002; Lawrence et al., 2002; Seeger 
et al., 2003; Schwaighofer and Tresp, 2003; Snelson 
and Ghahramani, 2006; Quinõnero-Candela and 
Rasmussen, 2005)

2003: Warped GP
(Snelson et al.)

Two lines of work converging: modeling & approximations

2007: Hierarchical GP-LVM 
(Lawrence & Moore)

2009: Inducing variables 
as variational 
parameters

(Titsias)

2004: 
GP-LVM 

(Lawrence) 2011: Latent GP inputs 
    with GP prior (VGPDS)

(Damianou et al.)

2013: Deep GPs
(Damianou and Lawrence)

Inducing points for Sparse GPs

May other works focusing 
on: scalability, 

approximations, analysis, 
extensions…



Different treatments of the inducings → different properties

Depending on how we treat the variational distribution on u, we 
can have: 

● Distributed computations [Gal et al. 2014, Dai et al. 2014] , or

● Fully parallel inference in the style of SVI-GP
[Hensman et al. 2013, Hensman et al. 2014]



Different treatments of the inducings → different properties

The following distributions are involved in a variational 
approximation:

They’re treated differently depending on the particular 
method.



Various Deep GP approximations 

● Mean-field, re-parameterized [Damianou & Lawrence '13, Damianou '15]

● Amortized with NNs [Dai et al. '14]

● Approximate scalable EP [Bui et al. '16]

● Projected          distribution in nested variational inference. [Hensman & Lawrence '14] 

● Sample through the               chain to maintain layer coupling [Salimbeni & Deisenroth '17] 

● Sampling + FITC + MAP for inducing variables [Vafa '16]

● Approximate kernel’s spectral density + VI [Cutajar et al. '17]

● DeepGPs & NN regularization connections [Gal & Ghahramani '15; Louizos & Welling '16]

● Variational distribution with correlation across layers [Ustyuzhaninov et al. ‘20]

See also: Keynote @ NeurIPS workshop on Advances in Approximate Bayesian Inference, A. Damianou, 2017 

NON-EXHAUSTIVE LIST



Various Deep GP approximations 

● Mean-field, re-parameterized [Damianou & Lawrence '13, Damianou '15]

● Amortized with NNs [Dai et al. '14]

● Approximate scalable EP [Bui et al. '16]

● Projected          distribution in nested variational inference. [Hensman & Lawrence '14] 

● Sample through the               chain to maintain layer coupling [Salimbeni & Deisenroth '17] 

● Sampling + FITC + MAP for inducing variables [Vafa '16]

● Approximate kernel’s spectral density + VI [Cutajar et al. '17]

● DeepGPs & NN regularization connections [Gal & Ghahramani '15; Louizos & Welling '16]

● Variational distribution with correlation across layers [Ustyuzhaninov et al. ‘20]

NON-EXHAUSTIVE LIST



Doubly stochastic VI for DGPs [Salimbeni & Deisenroth 2017]

Doubly-stochastic VI  Mean-field VI

This can sometimes have trouble with modeling heteroscedastic noise.

But! It makes the model more practical: No “bottleneck” layers h, no need to worry about initializing them! 
Very popular approximation choice in DGP software. 

* Img from GPflux.
Thanks to Vincent 
Dutordoir for the insights. 

No “bottleneck” layers (noise corrupted intermediate outputs)



Emphasis on latent variable or function learning? 

A deep, non-linear, non-parametric multi-view extension of factor analysis.  

See Manifold Relevance Determination [Damianou et al. 2012], [Damianou et al. 2016]



Software for DGPs

● GPflux: A library for DGPs. [Dutordoir et al. 2021]  Based on GPflow and Tensorflow. 

● Bayesian Layers (based on Edward prob. programming); [Tran et al. 2019]

● MXFusion based on MXnet prob. programming [Dai et al. 2018]

● GPyTorch [Gardner et al. 2018] (focus on conj. gradients for scalability)

● GPy (PyDeepGP) 

● MATLAB deepGP [Damianou et al. 2013]

● Others (see Appendix A from GPflux library)





● Object detection, image classification, DGP + convolutions [Damianou, 2015; Kumar et al., 2018; Blomqvist et al., 
2019] 

● Speech synthesis [Koriyama and Kobayashi, 2019; Mitsui et al. 2021]

● Novelty detection [Domingues et al., 2018]

● (Inverse) RL [Jin et al., 2015; Gadd et al. 2020]

● Transfer learning [Kandemir, 2015]

● Disease identification & diagnosis. Tumor detection [Kandemir, 2015]; Survival analysis [Alaa and van der Schaar, 

2017]; Classification of fetal heart rate tracings [Feng et al., 2018], Molecular screening [Mehta et al. 2021]; EEG signal 
analysis [Román et al. 2022]

● Physical sciences. Atmospheric data modeling for assessment modeling for nuclear plants [Jančič et al., 2018], 
Crop yield prediction [You et al. 2017], Remote Sensing & Earth observation [Svendsen et al. 2020]

● Engineering & simulation.  Crowd motion modeling [Sou et al. 2017], Metamodeling response surfaces [Dutordoir 

et al. 2017]; Comp. fluid dynamics [Park et al. 2018], Nuclear steam turbine generator simulation [Zhao et al., 2019], 
Nuclear reactor simulation [Radaideh and Kozlowski, 2020], Flight trajectory prediction [Chen et al. 2020], Multi-fidelity 
modeling [Perdikaris et al. 2017, Cutajar et al. 2019], Turbomachinery [Jin et al. 2021], Aerospace system design [Hebbal, 

2021], Control for lower limb exoskeleton [Chen et al. 2022], Map Construction & Localization [Wang et al. 2020], 
Battery health prognosis [Tagade et al. 2020], Antenna Optimization [Zhang et al. 2020], Bayesian optimization in 
Engineering [Rajaram et al. 2020], Emulation [Ming et al. 2022]

(List bootstrapped by Ali Hebbal’s nice summary in his 2021 thesis)

NON-EXHAUSTIVE



The models to be inverted are highly hierarchical and modular, calling for a layered approach. 

Layer 1 captures low frequencies; layer 2 focuses on 
the hurricane structure. A single GP layer leads to a 
too blurry prediction, unable to capture the whirl 
structure.  [Svendsen et al. 2020]

Hurricane structure modeling with DGPs



DGP Multi-fidelity modeling for infection rates of plasmodium falciparum

True High Fidelity Predicted High Fidelity

● High fidelity: Few samples from left figure (2015 data). 
● Low fidelity:  Many samples from 2005 data. [Cutajar et al. 2018, Perdikaris et al. 2017]



● Deep kernel GP [Wilson  et al. 2015] 

● SDEs transforming GP inputs  [Hedge et al. 2019]

● Recurrent DGP [Mattos et al. 2015, Föll et al. 2017] 

● Convolutional DGP [Blomqvist 2018, Kumar et al. 2018, Singh 2018, Dutordoir et al. 2019]

● State-space DGP [Zhao et al. 2021] 

● DGPs over Graphs  [Li et al. 2020, Opolka and Lió 2022, Jiang et al. 2022] 

● Connections of DGPs to Transformers  [Chen et al. 2023]

NON-EXHAUSTIVE
Derivative and related models
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[Lee et al. 2018, Matthews et al. 2018]



Theoretical analysis of DGPs

● Degrees of freedom reduces across layers for very deep networks [Duvenaud et al.,2014, Dunlop et 
al. 2018]. But this can be fixed in the DGP case: 

○ Connect inputs to every layer [Duvenaud et al. 2014].
○ Identity mean function [Salimbeni & Deisenroth 2017].
○ Increase width of bottleneck layers [Dunlop et al. 2018].

● Ergodicity analysis (DGP samples form a Markov chain across layers) [Dunlop et al. 2018]
○ Convergence analysis and effect of numbers of layers

● PAC-Bayesian bounds for (some) DGP models [Föll et al. 2019]

● DGPs        DNNs [Dutordoir et al. 2021]: Build a DGP layer with mean that resembles a NN layer
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http://www.youtube.com/watch?v=3HJtmx5f1Fc
Andreas Damianou 
Amazon’s new drone delivery system:

https://www.youtube.com/watch?v=3HJtmx5f1Fc&t=1s












Thanks! 


